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Abstract

Challenges:

Game-theoretic planning frameworks can model
multi-agent interactions but often require full
observability of all participants, and therefore,
struggle in traffic scenarios where occlusions are
common.

Main Contributions: We propose

(i) an occlusion-aware game-theoretic inference
method that jointly infers the states and intentions
of both visible and potentially occluded agents
using only noisy observations.

(if) a receding horizon planning framework based
on an occlusion-aware contingency game, dealing
with uncertainty of the existence of occluded
agents during navigation.
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Occlusion-aware game-theoretic Inference

Key Features:
(i) Encodes the OLNE condition via KKT conditions.

(ii) Relies on noisy-corrupted observations of visible agents only.
(iii) Estimates all agents' states x and intentions w simultaneously.

Occlusion-aware contingency game

In the ego Agent i's contingency game:
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Preliminaries
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Occlusion-aware contingency game planner
actively prepares for the potentially existing

occluded agents before the presence of

hypotheses 61, 0. occluded agents is confirmed at 7.
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Fig 2: Parameter and trajectory estiamtion results
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Table 1: Estimation and planning safety results in a

crossing road scenario

(Fig 3 and Table 1).



